Move Over ANOVA

Progress in Analyzing Repeated-Measures Data and Its Reflection in Papers Published in the Archives of General Psychiatry
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Background: The analysis of repeated-measures data presents challenges to investigators and is a topic for ongoing discussion in the Archives of General Psychiatry. Traditional methods of statistical analysis (end-point analysis and univariate and multivariate repeated-measures analysis of variance [rANOVA and rMANOVA, respectively]) have known disadvantages. More sophisticated mixed-effects models provide flexibility, and recently developed software makes them available to researchers.

Objectives: To review methods for repeated-measures analysis and discuss advantages and potential misuses of mixed-effects models. Also, to assess the extent of the shift from traditional to mixed-effects approaches in published reports in the Archives of General Psychiatry.

Data Sources: The Archives of General Psychiatry from 1989 through 2001, and the Department of Veterans Affairs Cooperative Study 425.

Study Selection: Studies with a repeated-measures design, at least 2 groups, and a continuous response variable.

Data Extraction: The first author ranked the studies according to the most advanced statistical method used in the following order: mixed-effects model, rMANOVA, rANOVA, and end-point analysis.

Data Synthesis: The use of mixed-effects models has substantially increased during the last 10 years. In 2001, 30% of clinical trials reported in the Archives of General Psychiatry used mixed-effects analysis.

Conclusions: Repeated-measures ANOVAs continue to be used widely for the analysis of repeated-measures data, despite risks to interpretation. Mixed-effects models use all available data, can properly account for correlation between repeated measurements on the same subject, have greater flexibility to model time effects, and can handle missing data more appropriately. Their flexibility makes them the preferred choice for the analysis of repeated-measures data.
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During the past 15 years, the Archives of General Psychiatry (ARCHIVES) has published periodic reviews of the status of the analysis of repeated-measures data. These reviews have highlighted the importance, challenges, and evolution of analytic methods for these data. In randomized clinical trials and longitudinal follow-up studies, one must use appropriate statistical methods to adjust for multiple measurements of the same individual and model time trends. Repeated-measures data are usually correlated, since sequential observations of the same individual tend to be closer in value to one another than the same number of observations collected from different individuals would be. Missing data also present special challenges for analysis.

The most commonly used approaches for analyzing repeated-measures data shifted over time from end-point analysis to univariate and multivariate repeated-measures analysis of variance (rANOVA and rMANOVA, respectively). Despite the strengths of these approaches, each method has important disadvantages. In the 1990s, studies published in the ARCHIVES began to use mixed-effects regression models. Mixed-effects regression models provide a general framework for the analysis of repeated measures, and recently developed statistical software makes these models accessible to researchers.

The purpose of this article is to take stock of the impact of mixed-effects regression models on the analysis of repeated-measures data in psychiatry research, increase awareness of the advantages and potential pitfalls of these models, and encourage their use over traditional methods. In doing so, this article will briefly review the main methods for repeated-
measures analysis for continuous data, and will use data examples to illustrate the flexibility and limitations of the mixed-effects models. In addition, we will briefly discuss the extent of the shift from end-point and ANOVA-type methods toward mixed-effects regression models in the ARCHIVES. For clarity of discussion, we consider a randomized clinical trial in which each subject undergoes measurement at baseline (time 0) and then at times t1, t2, etc., through tm, where tm is the end of the treatment period. A summary of the features and drawbacks of the different models is presented in Table 1.

**TRADITIONAL METHODS**

End-point analysis makes use only of the baseline (time 0) and the final observation on each subject (time tm). The following 2 approaches are most commonly used: ANOVA and analysis of covariance (ANCOVA). Analysis of variance (or t test in the case of 2 treatment groups) is used to compare the final means or the change scores between the baseline and final measurement between the treatment groups. Analysis of covariance is used to compare the final means between the groups using the baseline measure as a covariate. Analysis by intention-to-treat means that all randomized subjects contribute data to the analysis regardless of whether they were compliant or dropped out of the study. Such analysis then requires that each subject have a final measure. Thus, missing data on the final measure becomes a serious problem. If the analysis is performed only on these subjects who have undergone measurement at time tm, then the samples compared may not be representative of the populations, and serious sample bias may occur, despite randomization. If the analysis is performed with some imputation method such as the last observation carried forward (LOCF), there is a serious risk for estimation bias. Thus, end-point analysis can yield misleading results when dropout rates differ between the treatment groups.3-8

When observations are made at multiple time points, often a t test or ANOVA is performed separately at each time point. If a 5% significance level test is used for each test, then the probability of type I error (that is, of mistakenly declaring treatments to be different) sometimes is considerably greater than 5%. This leads to false-positive conclusions. If this proliferation of type I error is controlled using procedures such as a Bonferroni correction,1 then power is compromised (ie, treatment differences may not be detected when they exist). Performing separate tests at each time point also ignores trends over time and does not allow for direct comparison between treatment groups over time.

Univariate repeated-measures ANOVA9 provides a more complete description of the time effect, because it includes data from all time points. This approach allows statistical assessment of whether the treatment groups show different response curves over time (treatment x time interaction effect). The treatment response may take a variety of shapes. For example, there might be little or no improvement in one treatment group and larger improvement in the other, or the same total improvement between the baseline and end point in both treatment groups but faster response in one of the groups. In the latter case, end-point analysis will not find a difference, whereas rANOVA may detect a significant time x treatment effect.

Like end-point analysis, analyses using rANOVA are vulnerable to large effects from missing values or imputation. Researchers frequently drop subjects with even 1 missing observation from analysis or use imputation of missing values without acknowledging it. Omi-
sion of subjects can introduce sample bias, as the group of people with complete data may not be representative of the entire population. Imputation by using the last available observation on each subject in place of all subsequent missing observations (LOCF) usually leads to biased treatment estimates. Another disadvantage of rANOVA is that observations on all individuals need to be made at the same time points.

Univariate repeated-measures ANOVA also requires that correlations among measurements on the same subject satisfy a restrictive condition called sphericity or circularity. This usually (but not always) amounts to having equal variability of the measurements at each time point and equal correlations between every 2 measurements on the same individual (eg, the correlation between measurements at times $t_1$ and $t_2$ is the same as the correlation between measurements at times $t_1$ and $t_m$). However, this assumption is infrequently justified, since consecutive observations on the same subject tend to be correlated more highly than observations on the same subject taken further away in time. When this occurs, the type I error rate is inflated, and there is an overestimation of the statistical significance of the treatment $\times$ time effect. This problem has long been acknowledged, and the Greenhouse-Geisser10 and Huynh-Feldt11 corrections to the significance tests in rANOVA have been proposed. These corrections reduce the numerator degrees of freedom for the statistical tests so that the $P$ value is usually adjusted upward and the type I error rate is closer to the target 5% level.12,13 In addition to serial correlation, the variability of the measurements often increases over time. The Greenhouse-Geisser correction addresses this potential problem, but the correction tends to be very conservative.14 This means that treatment differences are harder to detect.

Several authors14,15 advocate the general use of rMANOVA16 rather than rANOVA. This approach is also known as multivariate growth-curve analysis.3 However, it requires complete data on all subjects and can show significant loss of power (ability to detect treatment differences) if individuals with missing data are dropped from the model. As in rANOVA, individuals with complete data may not be representative of the entire population, and hence results may not be generalized. Imputation of missing data also usually leads to biased estimates, and the multivariate approach has been shown to be less powerful than the univariate approach when the sphericity assumption is satisfied. On the other hand, it does not make any restrictive assumptions about the variances and correlations, it is easily implemented, and, as long as a sufficient sample size is available, its results are valid.14

### MIXED-EFFECTS MODELS

Random-effects models17,18 (also called random-regression models,3 multilevel models,19 hierarchical linear models,20 and empirical Bayes models21) provide a flexible framework for the analysis of repeated measures.3,4,22 Random-effects models assume that individuals deviate randomly from the overall average response. Consider an example where an individual's response over time is a straight line and individuals differ from one another in their responses at baseline (intercepts) and in their rates of response (slopes). Individuals can start higher or lower and show a higher- or lower-than-average change over time. Such a scenario is illustrated in Figure 1, where the gray lines indicate the change in response over time for 6 hypothetical subjects and the black line is the average response over time. The model that generated these data, the random intercept and slope model, is one of the simplest random-effects models. In more complex models, the trajectory over time can be more complicated (eg, there may be an initial fast change and then leveling off of the response), and individuals may differ by the time that the leveling off occurs.

In the random-effects approach, the correlation between repeated observations on the same subject arises from the common random effect(s) for this individual (the random intercept and slope in the example in Figure 1). However, it is also possible to specify directly a pattern for the variances and correlations over time and to use the data to estimate its parameters. Such models are called covariance-pattern models23 and may be used separately or in combination with random effects. The specified structures vary in complexity from a compound symmetry (equal variances at all time points and equal correlations between any 2 measurements on the same subject) to no restrictions at all.24,25 As an intermediate complexity, one can assume that correlation between observations decreases with increasing time difference. Such a structure is called autoregressive and is considered in an example in the “Methods” subsection of the “Simulation Study” section.

### ADVANTAGES OF MIXED-EFFECTS MODELS

Mixed-effects (regression) models22,26 is a general term encompassing models with fixed (eg, treatment) and random effects, covariance pattern models, and combinations of these. The mixed-effects approach has important advantages over traditional methods of repeated-measures analysis. It uses all available data on each subject, it is unaffected by randomly missing data, it can flexibly model time effects, and it allows the use of realistic yet parsimonious variance and correlation patterns for particular applications. For example, in drug trials, variability often increases over time and may differ across subject groups, or variability can be higher...
MIXED-EFFECTS MODELS

Despite the many advantages of mixed-effects models, their use outside the statistical literature has been limited. This can be attributed to the complexity of these models, and the only recent introduction of reliable software to the general public (e.g., SAS PROC MIXED and MIXREG). Applying mixed models to small samples or including unnecessary covariates may bias parameter estimates and statistical tests. Assumption violations are also harder to ascertain and may lead to erroneous conclusions. Mixed-effects models occasionally have computational problems when the iterative fitting algorithm fails to converge, so the range of possible models is limited by sample size, number of time points, and correlation structure of the data.

SIMULATION STUDY

Methods

To illustrate some of the advantages of mixed models and especially the less popular covariance-pattern approach, we conducted a small simulation study and analyzed real data from a clinical trial. The simulated data example is motivated by 2 clinical trials in patients with schizophrenia who were given medication after baseline assessments. Outcome measures were collected on several groups of subjects repeatedly over time. Variability right after the drug administration was higher than at the baseline and subsequent assessments, and the correlation between measurements on the same individual decreased with the increasing time difference.

We simulated 500 data sets with such correlation structure. Each data set consisted of 4 repeated measurements on 50 subjects equally divided in 2 groups (a treatment and a control group). Both groups had similar baseline measurements and showed an increase at the second time point and a decrease after the peak. However, the treatment group had a larger increase and

---

shortly after drug administration than at baseline or later in the study. Traditional methods do not allow the investigator to use that information to achieve more efficient statistical inference and hence greater power. On the other hand, the mixed-effects model allows the researcher to specify several different patterns with varying complexity and to select the best-fitting one using indices of relative goodness of fit such as Akaike information criterion and the Schwarz Bayesian criterion. These indices reflect how well each model agrees with the data and include a penalty for the number of estimated parameters, so that overly complicated models are discouraged. Plots of correlation estimates can also help in the choice of the pattern. For a more detailed description, we refer the reader to a tutorial by Litell et al.

Choosing an appropriate pattern of variability over time results in more accurate treatment effect and SE estimates and helps control type I error. Improvements in accuracy may be important because they lead to a decrease of the number of patients required for a particular trial to achieve certain power. Mixed-effects models can handle covariates that change over time (e.g., concurrent medication or smoking status) and covariates that do not change with time (e.g., sex).

Mixed-effects models allow estimation of average time trends for treatment groups and of the individual’s response over time. In contrast to traditional models, the predicted response at each time point is not the same for all subjects in the same treatment group. For example, subjects whose response is larger than the average response at the beginning of the study may tend to have a higher response throughout the study. Mixed-effects models also provide an estimate of the individual variability around the population trend. In the example in Figure 1, this would be the variability of the individual intercepts and slopes and the correlation between them. Mixed-effects models deal seamlessly with unequally spaced observations over time.

Missing data do not present a problem for mixed-effects models as long as data are missing at random, ie, if the chance of a missing value is not related to the unobserved response values. This is the case when an observation is missing because of instrument failure or when the probability of dropping out depends only on covariates included in the model (missing completely at random [MCAR]). This is also the case when the likelihood of dropping out depends only on past values of the response variable, but not on future response values (missing at random [MAR]). This assumption means that a subject who drops out and a subject who stays in the study with the same response histories have identical probabilities of future response paths. In the MAR and MCAR scenarios, the mixed-effects approach is valid and fully efficient. This is not the case for end-point, rANOVA, and rMANOVA approaches.

However, when data are not randomly missing, the random-effects approach, like all traditional approaches, may yield biased estimates. In psychiatric research, subjects who do not improve are more likely to drop out of the study. This may correspond to random dropout (if the probability of dropping out is related to earlier but not to the current or future response values) or to nonrandom (informative, nonignorable) dropout (if the probability of dropping out is related to the current or future response, or to an unobserved process related to the response). Ascertainment of the type of dropout is difficult and often impossible. When the dropout is nonignorable, one can model the missingness mechanism together with the outcome variable. Different approaches have been proposed in the statistical literature, but owing to the complexity of such models, the expertise of a statistician is required. Because models for nonignorable missing data rely on assumptions that cannot be verified from the data, they are perhaps most useful in a sensitivity analysis framework to help assess the robustness of a result from a MAR analysis. The MAR assumption is often reasonable in practice, and hence mixed-effects models without modeling the missingness mechanism can be used as a primary analysis tool.
maintained a higher response after the peak (Figure 2). The mean scores were 9, 11, 10, and 9 for the treatment group and 9, 10.5, 9, and 8 for the control group. The variances were the same (equal to 1) at all time points except immediately after the drug administration (variance equal to 4), and the correlations followed autoregressive structure with a within-subject correlation of 0.5. This means that the correlation between consecutive observations on the same subject was 0.5, between observations 2 units apart on the same subject was 0.5/2 = 0.25, and between observations 3 units apart on the same subject was 0.5/3 = 0.166.

We fit rANOVA, rMANOVA, and 3 different mixed-effects models for the complete data and when 10% to 15% of the data were missing according to 3 different patterns of missingness. The MAR pattern was created by assigning equal chance to each value to be missing. The informative missingness patterns were created by assigning a 40% chance of dropout for patients whose observed value at time 2 was greater than 11 (the average in the treatment group). The only difference was that in the informative dropout pattern, the value that triggered the dropout was treated as unobserved and was deleted from the data set.

Results

The type I error rates and power estimates for the treatment × time interaction tests (the effect of greatest interest) are reported in Table 2. Results from the rANOVA approach are shown in 3 columns corresponding to unadjusted F tests and F tests with the Greenhouse-Geisser and Huynh-Feldt adjustments. The 3 mixed models do not have random effects and have compound symmetry and unstructured and heterogeneous autoregression (the correct one) covariance patterns.

For the complete data, the mixed model with the most appropriate correlation structure (ARH) provides the best power (80%) and the lowest type I error rate (0%). The rMANOVA approach and its equivalent mixed model (unstructured pattern [UN]) provide the same power (80%) but have higher type I error rates (10%). The adjusted rANOVAs have the same type I error rate as the ARH mixed model (0%) but have much smaller power (60%). When data are deleted according to all considered missing-data scenarios, all approaches show decrease in power, but the ARH mixed model usually has the best power (≥73%) and some of the lowest type I error rates (2%-5%). The UN mixed model usually has similar power (within 2% difference) but higher type I error rate (4%-9%) than the best-fitting ARH model. Although it is equivalent to the rMANOVA model for complete data, the UN mixed model has more than 10% higher

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Effect</th>
<th>Complete data</th>
<th>MCAR</th>
<th>MAR, LOCF</th>
<th>Informative missing</th>
<th>Informative missing, LOCF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Unadjusted</td>
<td>rANOVA</td>
<td>Mixed-Effects Model</td>
<td>rANOVA</td>
<td>Mixed-Effects Model</td>
<td>rANOVA</td>
</tr>
<tr>
<td></td>
<td>Type I error</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>0.70</td>
<td>0.60</td>
<td>0.60</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Type I error</td>
<td>0.07</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>0.50</td>
<td>0.45</td>
<td>0.46</td>
<td>0.60</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Type I error</td>
<td>0.07</td>
<td>0.04</td>
<td>0.05</td>
<td>0.04</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>0.48</td>
<td>0.42</td>
<td>0.44</td>
<td>0.52</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Type I error</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>0.56</td>
<td>0.49</td>
<td>0.51</td>
<td>0.66</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Type I error</td>
<td>0.03</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>0.53</td>
<td>0.48</td>
<td>0.50</td>
<td>0.43</td>
<td>NA</td>
</tr>
</tbody>
</table>

Abbreviations: ARH, autoregressive heterogeneous pattern; CS, compound symmetry pattern of variances and correlations; GG, Greenhouse-Geisser correction; HF, Huynh-Feldt correction; LOCF, missing values filled in with last observation carried forward; MAR, missing at random; MCAR, missing completely at random; NA, imputation with LOCF should not be performed; rANOVA, univariate repeated-measures analysis of variance; rMANOVA, multivariate repeated-measures analysis of variance; UN, unstructured pattern.
power than the rMANOVA model when missing data are present, since it does not drop subjects with incomplete data from analysis. The power deterioration is also evident for the rANOVA models with and without imputation of missing values. The power of the unadjusted rANOVA test in the complete data scenario is 70%, whereas the best power in any of the missing data/imputation scenarios is 56%. The LOCF has differential effect on the results, depending on the missing data scenario and on the method of analysis used. For example, the rMANOVA approach demonstrates a decrease in power (from 66% to 43%) and in type I error rate (from 8% to 2%) after LOCF imputation in the MAR scenario and almost no change in the informative missingness scenario (power and type I error rates are within 1% difference). Although the LOCF is considered by some to be a conservative approach, it may lead to more liberal rather than more conservative tests, depending on the application.

In this example, the mixed-effects approach has the best power to detect treatment differences, especially in the case of missing data. The LOCF has a different effect, depending on the dropout mechanism, whereas the mixed-effects approach was relatively unaffected by the presence and mechanism of missingness. Although examples can be constructed when the mixed model will also give misleading results in the presence of informative dropout simulation, studies suggest that if appropriately used, it may be more robust than the traditional approaches in the presence of informative dropout.6,7

A CLINICAL TRIAL DATA SET

Methods

We now illustrate how to use the mixed-model approach and compare it with the standard approaches on a data set from a randomized clinical trial of the effect of naltrexone as an adjunct to standardized psychosocial therapy in the treatment of alcohol dependence.60 Six hundred twenty-seven veterans with chronic, severe alcohol dependence were assigned to 12 months of naltrexone treatment, 3 months of naltrexone treatment followed by 9 months of placebo treatment, or 12 months of placebo treatment. Herein we consider one of the secondary outcome measures from the original study: the average financial satisfaction score. This score is defined as the average of the 4 financial items of the Lehman Quality of Life Scale. On each item, values ranged from 1 (terrible) to 7 (delighted), the average scores had approximately bell-shaped distribution, and hence the assumption of normality underlying the traditional approaches and the mixed-model approach was at least approximately satisfied. The Lehman Quality of Life Scale was administered at baseline and weeks 4, 26, 52, and 78 of the trial. A graph of means over time is shown in Figure 3.

We considered a random intercept-slope mixed-effects model with autocorrelated errors and several different covariance-pattern models with plausible patterns of covariance (compound symmetry, autocorrelated for unequally spaced time points, and unstructured). The unstructured pattern was the best-fitting one according to the Akaike and Bayesian information criteria. Residual plots did not show any obvious patterns, and hence we concluded that the assumptions of the model were reasonably satisfied and that there were no outliers.

Results

Only 211 subjects had complete data, and traditional analyses in the first part of Table 3 are based on this smaller sample. In the second part of Table 3, results after LOCF imputation are shown. No endpoint differences and no significant group × time effects are observed. The time effect is always highly significant, indicating improvement over time for all subjects staying in the study. The random intercept-random slope model allows for estimation of slopes for each treatment group on average and for each individual. After LOCF imputation, the group main effect is significant using the rANOVA and rMANOVA approaches at the level of .05 (P = .04), and hence the LOCF approach is more liberal in this case. The best-fitting mixed model does not show a significant group effect (P = .07). Since a large proportion of the data are missing, the results may be significantly affected by the pattern of missingness. For example, the time effect may be overestimated if subjects who drop out of the study get financially more dissatisfied. Because dropout rates do not differ between treatment groups over time, and because the group × time effect is very highly nonsignificant, it is unlikely that taking the dropout mechanism into account will lead to a change in the conclusions of no differences according to treatment regimen over time.

COMMENT

Univariate repeated-measures ANOVA is still the most commonly used statistical analysis tool for repeated measures in psychiatric research because of its simplicity and familiarity to researchers. However, as psychiatrists become increasingly aware of the advantages of mixed-effects models, the proportion of reports that use the newer methods increases. To detect the extent to which the shift away from traditional methods toward mixed-effects models has taken place within the archives, we reviewed all published studies with repeated-measures designs in the past 12 years and classified them according to the most advanced statistical method used (mixed-effects model, rMANOVA, rANOVA, and endpoint analysis, in that order). The
percentages of papers with repeated-measures analysis using mixed-effects models increased from 0% in 1989 to almost 30% in 1999 and 2001.

Mixed-effects models provide a very flexible approach for the analysis of repeated-measures data arising from medical research studies. They allow for assessment of individual and population trends over time, for the use of time-independent and time-dependent covariates and irregular measurement occasions. They use all available data on each individual and provide a choice of appropriate covariance pattern that may lead to more efficient estimation. As the pattern of variability is not known a priori, a comparison of several alternative structures may help the researcher to choose the best-fitting one and hence to obtain additional information about the data. The traditional approaches provide no such flexibility. Even when the rANOVA approach provides a good approximation of the significance level for the treatment × time effect, it tells nothing about the pattern of change in variability over time. The rMANOVA approach provides general estimates of the variances and correlations, but without an alternative model for comparison, it is not possible to see whether there is a more parsimonious structure that describes the data well and may lead to better power.

Mixed-effects models should be used with caution because of their complexity and opportunity for misuse, and because of the requirement of relatively large samples. Mixed-effects models can give biased results in the presence of informative missingness. A number of simulation studies have investigated the performance of mixed models and documented appropriate uses and misuses of these models. However, specific guidelines for the use of these methods for analysis of data from clinical trials and longitudinal follow-up studies in psychiatry are not yet available.

In general, mixed-effects models are the preferable method of analysis of repeatedly measured outcomes when there are missing data, the repeated measures are irregularly spaced over time, and the sample sizes are modest to large. Mixed models yield unbiased and efficient estimates under MCAR and MAR assumptions, which are often reasonable in clinical trials. Traditional and mixed-effects approaches produce biased results in the presence of informative dropout, but the bias may be smaller in mixed-effects models. Mixed models can also be used for sensitivity analysis. Situations in which the traditional methods (end point, rANOVA, and rMANOVA) may be preferred to the mixed-model approach include complete data with observations taken at the same occasions. Univariate repeated-measures ANOVA may also be preferred in small samples (n<10) when the implicit assumptions of normality and sphericity are reasonably satisfied.

Although our focus in the present article has been on continuous outcomes, mixed-effects models can also be used in the case of binary, categorical, or other nonnormal data. With modern computing power, it is not necessary to transform data to normality, as suitable models can be developed and applied to the raw data. The generalized linear mixed models are more complex than normal mixed-effects models, but such models provide great flexibility in analyzing a wide range of data and should be considered in analysis planning. In 1993, Gibbons et al commented that “methods by which longitudinal studies are analyzed are not commensurate with the level of effort involved in their collection.” Although some progress has been made in the psychiatric literature, as demonstrated by the shift from traditional methods to mixed-effects models in the ARCHIVES, more appropriate, well-performed analyses are needed to better understand and use available data.
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Table 3. Results From Repeated-Measures Analyses of the Financial Satisfaction Outcome From the Naltrexone Randomized Clinical Trial

<table>
<thead>
<tr>
<th>Effect</th>
<th>ANCOVA on End Point</th>
<th>rANOVA With GG Adjustment</th>
<th>rMANOVA</th>
<th>Mixed-Effects Model With Unstructured Pattern</th>
<th>Random Intercept/Slope Model With Autoregressive Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
<td>$F_{2,395} = 0.08$</td>
<td>$F_{2,398} = 0.22$</td>
<td>$F_{2,398} = 0.22$</td>
<td>$F_{2,398} = 2.62$</td>
<td>$F_{2,411} = 1.82$</td>
</tr>
<tr>
<td></td>
<td>$P = .92$</td>
<td>$P = .80$</td>
<td>$P = .80$</td>
<td>$P = .04$</td>
<td>$P = .16$</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td>$F_{8,1239} = 19.8$</td>
<td>$F_{8,1239} = 16.2$</td>
<td>$F_{8,1239} = 28.1$</td>
<td>$F_{8,1239} = 104.5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$P&lt;.001$</td>
<td>$P&lt;.001$</td>
<td>$P&lt;.001$</td>
<td>$P&lt;.001$</td>
</tr>
<tr>
<td>Group × time</td>
<td>$F_{1,392} = 0.71$</td>
<td>$F_{1,392} = 0.87$</td>
<td>$F_{1,392} = 0.77$</td>
<td>$F_{1,392} = .76$</td>
<td>$F_{1,392} = .04$</td>
</tr>
<tr>
<td></td>
<td>$P = .69$</td>
<td>$P = .54$</td>
<td>$P = .63$</td>
<td>$P = .96$</td>
<td>$P = .96$</td>
</tr>
<tr>
<td>LOCF</td>
<td></td>
<td>$F_{8,1247} = 1.59$</td>
<td>$F_{8,1247} = 1.68$</td>
<td>$F_{8,1247} = 2.62$</td>
<td>$F_{8,1247} = 1.82$</td>
</tr>
<tr>
<td>Group</td>
<td>$F_{8,1247} = 0.67$</td>
<td>$F_{8,1247} = 1.59$</td>
<td>$F_{8,1247} = 1.68$</td>
<td>$F_{8,1247} = 2.62$</td>
<td>$F_{8,1247} = 1.82$</td>
</tr>
<tr>
<td></td>
<td>$P = .51$</td>
<td>$P = .04$</td>
<td>$P = .04$</td>
<td>$P = .04$</td>
<td>$P = .04$</td>
</tr>
<tr>
<td>Time</td>
<td></td>
<td>$F_{8,1247} = 20.1$</td>
<td>$F_{8,1247} = 21.6$</td>
<td>$F_{8,1247} = 28.1$</td>
<td>$F_{8,1247} = 104.5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$P&lt;.001$</td>
<td>$P&lt;.001$</td>
<td>$P&lt;.001$</td>
<td>$P&lt;.001$</td>
</tr>
<tr>
<td>Group × time</td>
<td>$F_{8,1247} = 0.79$</td>
<td>$F_{8,1247} = 0.85$</td>
<td>$F_{8,1247} = 0.77$</td>
<td>$F_{8,1247} = .76$</td>
<td>$F_{8,1247} = .04$</td>
</tr>
<tr>
<td></td>
<td>$P = .58$</td>
<td>$P = .56$</td>
<td>$P = .63$</td>
<td>$P = .96$</td>
<td>$P = .96$</td>
</tr>
</tbody>
</table>

Abbreviations: ANCOVA, analysis of covariance; GG, Greenhouse-Geisser correction; LOCF, missing values filled in with last observation carried forward; rANOVA, univariate repeated-measures analysis of variance; rMANOVA, multivariate repeated-measures analysis of variance.
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